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Various characteristics of  a thin liquid film in its vapor -phase  are investigated using the 

molecular  dynamics technique. Local  distr ibutions of  the temperature,  density, normal  and 

tangential  pressure components ,  and stress are calculated for various film thicknesses and 

temperature levels. Distr ibut ions of  local stresses change considerably with respect to film 

thicknesses, and interfacial regions on both sides of  the film start to overlap with each other as 

the film becomes thinner. Integration of  the local stresses, i.e., the surface tension, however,  does 

not vary much regardless of  the interfacial overlap. The min imum thickness of  a l iquid film 

before rupturing is estimated with respect to the calculat ion domain  sizes and is compared  with 

a simple theoretical  relation. 
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1. Introduction 

Because of its critical importance in many 

scientific and engineering applications, various 

characteristics of a liquid thin film have been 

investigated for well over a century. Those app- 

lications include wetting phenomena, phase-ch- 

ange phenomena, material processing, lubrica- 

tion, and so on. The importance of the interracial 

regions and their characteristics has become more 

pronounced due to the development of micro-and 

nano-scale systems. The main reason is that the 

interfacial regions are not infinitesimally thin 

compared to other length-scale dimensions and 

their behavior governs the transport phenomena 

and mechanical properties in such small systems, 

which are considerably deviated from those for 

macroscopic systems (Abramson and Tien, 1999 ; 

Weng et al., 2000a). 

Since thin film properties are extremely difficult 

to estimate experimentally, most studies rely on 

the theoretical and numerical analyses. One of 

the promising tools for investigating the micros- 

copic phenomena is the molecular dynamics sim- 

ulat ion:  it can yield a detailed molecular mo- 

tion in a time step of less than one femtosecond. 

Although the geometrical and the temporal scales 

in the simulation are quite limited owing to large 

computational efforts, microscale behavior of 

materials and their properties can be estimated by 

appropriate applications of molecular dynamics 

techniques (Allen and Tildesley, 1987; Haile, 

1992). 

After the work by Chapela et al. (1977) a 

number of investigations have been conducted 

on the liquid-vapor films by using molecular 

dynamics simulations. Nijmeijer et al. (1988) 

calculated surface tensions of a liquid film in its 

vapor-phase, although their local stress distri- 

butions turned out to be physically incorrect due 

to the oversimplification of pressure tensors. That 

limitation has been addressed by Weng et al. 

(2000b) and the resulting local stress distribu- 

tions seemed to be physically valid. Hwang et al. 

(1988) observed the rupture process of a free 

liquid film and a film on a solid substrate. How- 

ever, a detailed investigation of interfacial prop- 

erties such as the local temperature, local density, 

local pressures, surface tension, and minimum 

thickness of films has not been carried out. 

The object of the current study, therefore, is to 

explore the interfacial regions of liquid films and 

their characteristics in sufficient detail. In addi- 

tion, the minimum thickness of films before rup- 

turing is calculated and compared to a theoretical 

model derived from a simple stability analysis 

based on the minimum energy criterion (Weng et 

al., 2000b ; Majumdar and Mezic, 1998). 

2. Simulation Model 

The present study on the characteristics of thin 

liquid film utilizes the Lennard-Jones (L J) 12-6 

potential, given as 

• ° ] (15 
[-\ r i j  / \ rij / .J 

where the length parameter ¢Y=0.34 nm and the 

energy parameter ~=1 .67×  10 -2~ J. These para- 

meters are based on argon whose molecular mass 

is m = 6 . 6 3 ×  10-z6 kg. Here rij denotes the inter- 

distance between molecules i and j. The LJ 

potential is truncated to zero for distances larger 

than 3.00 without long-range force corrections. 

A simulation domain of L I × L ~  × L*  is sche- 

matically shown in Fig. 1, with periodic boun- 

dary conditions in all three directions. 

The molecular motion is simulated by solving 

Newton's equation of motion with intermolecular 

forces obtained from Eq. (I),  

F i = _ ~ .  3q)(rij) d2r, (2) 
~ i  3ri --rni dt  2 

using the "'velocity Verlet" algorithm (Swope, et 

al., 1982) with a time-step of 5 fs or , J r *=  

2.335 × 10 -3. In this work all quantities with an 

asterisk are nondimensionalized with respect to o', 

~, and m. 

Before the simulation run is initiated, a crystal- 

line fcc structure is designed and placed at the 

center of the computational domain for each 

simulation condition. The initial velocity of each 

molecule is estimated by either applying the 

Maxwell-Boltzmann distribution at a given tern- 
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perature or obtained from previous simulations, if 

available. The molecular system is equilibrated -0.4 

for more than 100,000 time-steps at the designed 

temperature using the velocity rescaling (Haile, 

1992). This equilibration period is tbllowed by -0.8 

the production period of 100,000 time-steps, in 

which the instantaneous values of the local densi- 

ty and stress are calculated at each time step. 0.a 
/ 

Time-averaged values are also calculated at the [ 

end of the production period. The local values are I 
Lsz-O. I in 0.4 obtained in each thin slab of thickness * -- 

the direction normal to the film surface (z direc- 

tion in Fig. 1). "11." 0.0 

3 .  R e s u l t s  a n d  D i s c u s s i o n  

For the number of molecules N = 2 5 0 0  T *=  

Lx XLy  X L z - -  0.818 (99 K) in the domain of * * *-- 

17×17×58,  the temperature and density dis- 

tributions are shown in Fig. 2(a). The local 

number density denotes the average number of 

molecules found in each slab divided by the slab 

volume, as given by 

n* /' N~t ",, (3) 
=\, V~/ 

and the local temperature is obtained from the 

kinetic energies of molecules existing in the slab, 

given by 

4).4 

Fig. 2 
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Distributions of (a) temperature and density, 
(b) normal pressure, and (c) tangential pres- 
sure and local stress at 99 K (N=2500) 

v.) T * =  3N~, v?" (4) 

where the angular brackets represent a time av- 

erage. The density in the vapor-phase is about 
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0.01353, which is slightly higher than the experi- 

mental saturated vapor argon density (0.00925 at 

T*=0.818)  (Vargaftik, 1975). The density in the 

l iquid-phase is about 0.7517, which is slightly 

lower than the experimental saturated liquid ar- 

gon density (0.776 at the identical temperature). 

The temperature in the l iquid-phase is well-be- 

haved at about T*=0.818,  while that in vapor-  

phase fluctuates considerably around T* =0.818. 

Figures 2(b) and (c) show the distributions of 

the normal and tangential components of pres- 

sures, which are obtained from the formulations 
given by, 

P~ ( k ) = P~,K - P,,,  

= ( n ( k )  } kBT  (5) 

1 - -  (I)'(ris)f,,u} 
; t " i j  

P~ (k) =P,.~ - P,,~ 
= ( n ( k l ) k . r  

1 ~,,k ~(Xis'~-Yij ) ~)' ( ru)fk,u 
Vst i,j Yij 

where n(k)  is the number density in slab k and 

subscripts K and / d e n o t e  the contributions from 

the kinetic motion of molecules and from the 

intermolecular forces, respectively. The parame- 

ter, fk, u, in P.,I and Pt,t is defined as the ratio of  

the length that the force-line spans through slab k 

to the total length spun by the force-line (Weng, 

et al., 2000b). With these pressure components the 

surface tension (Rowlinson and Widom, 1982) 

can be expressed as 

1 /-L~ 
r = y j  ° ( P . - P , )  dz  (7) 

Figure 2(b) shows the kinetic (P*,K) and 

intermolecular (P~z) contributions to the normal 

component of pressure tensor (P*) .  In the vapor 

-phase region the intermolecular contribut- 

ion is negligible compared to the kinetic contri- 

bution and thus, /9* becomes practically equal to 

its ideal gas pressure, which can be understood by 

Eq. (5). Although the absolute values of the 
contributions in the interfacial zone as well as in 

the l iquid-phase region are much greater than 
those for the vapor-phase region, the differences 

between the two contributions are very close to its 

counterpart in the vapor-phase region, which 

implies the normal force balance across the 

interfacial region. On the other hand, the differ- 

ences between the kinetic and intermolecular 

contributions to the tangential component, Pt* 

become significant in the interfacial regions of  the 

film, as shown in Fig. 2(c).  The difference be- 

tween / 9 *  and P *  depicted by the dash-dot  line 

engenders the surface tension of the film, using 

Eq. (7). It is clear that the interfacial stress is 

concentrated in the interface region between the 

liquid and vapor-phases. 

Figures 3(a) and (b) show the effects of film 

thickness on the interfacial characteristics such as 

the local density and local stress distributions. 

For the cases of the molecular number exceeding 

2500, the liquid and vapor-phases are clearly 
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T a b l e  1 Characteristics of liquid thin films at 99 K 

N L~ n7 n* L~ 7* d* 

894 40 0.7353 0.01422 5.6 0.5233 2.271 
1704 47.88 0.7467 0.01393 7.2 0.5500 2.284 
2500 57.38 0.7517 0.01353 10.3 0.5249 2.303 
3129 57.38 0.7518 0.01373 13.4 0.5427 2.260 
5909 71.38 0.7546 0.01408 25.7 0.5309 2.346 

separated by the interfacial region shown in Fig. 

3 (a), while the liquid-phase regions for the cases 

of the molecular number less than 1704 are 

smeared into the interfacial region. These tenden- 

cies can be found in the local stress distributions 

shown in Fig. 3 (b). For larger molecule number 

cases there exist stress-free regions in the liquid- 

phases that imply bulk-liquid-phase, while the 

local stresses on both sides of a film interact with 

each other and the stress-free regions disappear 

for smaller molecule number cases. Surfaces ten- 

sions for these cases, however, do not vary much 

as given in Table 1. The film thickness, L~-, in 

Table 1 is assumed to be the distance between 

equimolecular dividing surfaces on both sides of 

the film. In this simple geometry the equimo- 

lecular dividing surface is simply defined as the 

location of the local density having the average 

value of the liquid and vapor-phase densities, 

, _ n;' + n~  (8)  
neq-- 2 

With the density distribution shown in Fig. 3 

(a), the thicknesses of interfacial regions are 

estimated using the fitting function given by 

(n, * "~- nV)~ ( n l *  * n*(z*) = - n v ) - t a n h  [_2(z'-Zo*)_~ (9) 
F q 

2 2 &* 

and are compared in Table 1. In spite of the 

differences in the film thickness (L~), the inter- 

facial thicknesses (di*) are very close to each 

other, which can be understood by the slopes of 

density variation across the interfacial region. The 

estimated values for the interfacial thicknesses 

imply that the interface is composed of about 3 

molecular layers. 

Across the film almost all the regions are under 

tension, but there are regions under compression 

near the outer edge of the interfacial regions. Such 

phenomena have been observed in the previous 

studies and thought to be a numerical error 

induced by oversimplification of pressure com- 

ponents (Nijmeijer, et al., 1988). However, Eqs. 

(5) and (6) that are pressure components mo- 

dified by Weng, et al. (2000b) result in the similar 

behavior in the local stress distribution, and 

remains to be explained physically. 

The density distributions of thin liquid films 

are described in Fig. 4 for various temperatures. 

As expected, the liquid-phase densities decrease 

with increasing temperature, while the gas-phase 

densities increase. In addition, the surface tens- 

ions decrease with increasing temperature, as 

shown in Fig. 5. The differences in the surface 

tension are negligible for different molecular 

number cases, which is explained in Table 1. The 
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effects of the cutoff radius, re, on film charac- 

teristics are shown in Figs. 6(a) and (b). While 

the differences between density distributions are 

insignificant for the cutoff radii greater than 3.0, 

the surface tensions vary considerably with the 

cutoff radii and their differences become smaller 

for the curoff radii greater than 5.0. This implies 

that the cutoff radii greater than 3.0 are sufficient 

to observe molecular motions and distributions, 

while cutoff radii must be greater than 5.0 to 

effectively estimate force related properties. Shor- 

ter cutoff radii, however, are usually preferred in 

molecular dynamics simulations in spite of inher- 

ent inaccuracies, since computation time is pro- 

portional to Nrc .2, where N*c denotes the number 

of molecules inside the sphere formed by the 

cutoff radius. 
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One of the major advantages of molecular 

dynamics simulations is the capability to observe 

and to analyze critical phenomena occurring in a 

very small temporal and/or  spatial-scales, which 

cannot be experimented even with a sophisticated 

apparatus. Among various critical phenomena, 

the rupture of a liquid film can be observed by 

increasing the calculation domain in the x and y 

directions and estimating the minimum thick- 

nesses of the film. Figures 7 (a) and (b) show the 

molecular distributions for the domains of L * =  

L ~ = I 4  and 15, respectively. For the domain of 

L x = L y = 1 4 ,  the molecules form a thin film, 

while the film is ruptured and starts to roll into a 

cylindrical shape for larger domains. This critical 

change can be detected in the local density 

distributions for various domain sizes, as shown 

in Fig. 7(c). The density distributions for dom- 

ains smaller than L*=L~14.5  show that the den- 

sities in the center region of films are very close to 

that for the bulk liquid-phase given in Table 1, 

while the densities are reduced significantly for 

domains larger than Lx- -Ly  = 14.6. 

By observing the density distributions the min- 

imum thickness of the liquid film can be obtained 

with respect to the domain size and compared 

with a theoretical model given in Fig. 8. A simple 

stability analysis by Weng et al. (2000b) predicts 

that disturbances with the wavelengths smaller 

than the critical length, ,~cT=L~4f4~7/A cannot 

break the film and implies that the film may 

Fig. 8 
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become unstable if ,~er<Lx. Here, L j  is the film 

thickness and A is the Hamaker constant (lsrae- 

lachvili, 1992). This stability criterion implies 

that the minimum film thickness is proportional 

to the maximum wavelength of disturbance and 

thus, 

* ~ *  
L1,mlnOc~/ Lx (10) 

In general, the minimum film thickness esti- 

mated from the molecular dynamics simulation 

decreases as the domain size decreases, following 

the relation of Eq. (10). However, more rigorous 

investigations are corroborated to estimate the 

simple relation thoroughly, since the calculation 

domain spans only a very small range of film 

sizes. In addition, the limit of the minimum film 

thickness with the decrease of domain sizes is 

another topic for future study, since the smallest 

thickness of the film in Fig. 8 is already close to 

the depth for only three layers of fcc argon struc- 

ture. 

4. Conclusions 

This study reports on various characteristics of 

thin liquid films that have been derived through 

molecular dynamics simulations. The main con- 

clusions are as follows. 

Surface tensions do not change with film thick- 

nesses, although distributions of local stresses 

change considerably. For films of large thickness 

there exists a stress-free region between both sides 

of interfaces, while the region disappears for films 

of smaller thickness and the interfacial regions on 

both sides of the film start to overlap. 

As expected from conventional experiments, the 

density in the liquid-phase region and surface 

tension decrease with increasing temperature, 

while density in the gas-phase region increases 

slightly. For the cutoff radii greater than 3.0, the 

differences between density distributions are not 

significant, while the differences between surface 

tensions become smaller for the cutoff radii 

greater than 5.0. 

Based on the density distribution, the minimum 

thickness of a liquid film is estimated and com- 

pared with a simple theoretical relation. Within 
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the span of the domain sizes adopted in the 

current investigation the results agree with the 

theoretical model. 
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